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Abstract—Objective: Objective evaluation of physiologi-
cal responses using non-invasive methods for the assess-
ment of vocal performance and voice disorders has at-
tracted great interest. This paper, for the first time, aims
to implement and evaluate perilaryngeal-cranial functional
muscle networks. The study investigates the variations
in topographical characteristics of the network and the
corresponding ability to differentiate vocal tasks. Method:
Twelve surface electromyography (sEMG) signals were col-
lected bilaterally from six perilaryngeal and cranial mus-
cles. Data were collected from eight subjects (four females)
without a known history of voice disorders. The proposed
muscle network is composed of pairwise coherence be-
tween sEMG recordings. The network metrics include (a)
network degree and (b) weighted clustering coefficient
(WCC). Results: The varied phonation tasks showed the
median degree, and WCC of the muscle network ascend
monotonically, with a high effect size (|rrb| ∼ 0.5). Pitch
glide, singing, and speech tasks were significantly distin-
guishable using degree and WCC (|rrb| ∼ 0.8). Also, pitch
glide had the highest degree and WCC among all tasks
(degree> 0.7, WCC> 0.75). In comparison, classic spec-
trotemporal measures showed far less effectiveness (max
|rrb| = 0.12) in differentiating the vocal tasks. Conclusion:
Perilaryngeal-cranial functional muscle network was pro-
posed in this paper. The study showed that the functional
muscle network could robustly differentiate the vocal tasks
while the classic assessment of muscle activation fails to
differentiate. Significance: For the first time, we demon-
strate the power of a perilaryngeal-cranial muscle network
as a neurophysiological window to vocal performance. In
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addition, the study also discovers tasks with the highest
network involvement, which may be utilized in the future to
monitor voice disorders and rehabilitation.

Index Terms—Voice disorder, intermuscular coherence,
surface electromyography, neurophysiology.

I. INTRODUCTION

MORE than 17 million people in the United States are
estimated to suffer from dysphonia (a voice disorder)

each year [1], [2]. Excessive voice use and maladaptive compen-
satory muscle tension in response to underlying neurological or
physiological laryngeal disease are considered to be potential
roots for voice disorders such as muscle tension dysphonia
(MTD) [3]. The laryngeal muscles are internal to the neck and
require invasive access for direct examination. However, it is
suggested that the perilaryngeal, cervical and cranial muscles
may show activity alterations in subjects with dysphonia [4],
which can help with the diagnosis using surface electromyogra-
phy (sEMG).

The current methods for monitoring the function of laryngeal
muscles include intramuscular EMG, external laryngeal palpa-
tion, and laryngeal endoscopy [5]–[11]. Although these methods
have provided much information about muscle activation and
function during voicing, they are invasive, uncomfortable, and
subjective. Intramuscular EMG requires inserting small wires
into the muscle using a needle to measure relative neuromuscular
activity. Laryngeal endoscopy involves placing a flexible endo-
scope through the nose or a rigid endoscope through the mouth to
visualize the gross anatomy and movements of the vocal folds. It
requires a trained specialist to perform and subjectively interpret
the findings. Manual palpation of the larynx and perilaryngeal
musculature is easy to perform but does not provide any quanti-
tative or standardized measure of muscle tension. Additionally,
these evaluation methods can disturb the normal function of the
muscle during the examination (for example, due to the pain),
which can affect the accurate assessment.

Recording sEMG is a non-invasive technique that can poten-
tially provide objective information about perilaryngeal muscle
activity during voicing based on temporal and spectral charac-
teristics of the muscle signal measured at the skin surface. It
should be mentioned that discriminative differences have been
suggested in the classic literature [4], [12] when comparing
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spectrotemporal features of sEMG for patients with MTD and
healthy controls, yet recent studies with larger patient pop-
ulations failed to show significant differences in the classic
spectrotemporal sEMG metrics [9], [13]. As a potential reason
for this inconsistency, Van Houtte et al. suggested that the earlier
studies may have included patients with other comorbidities or
with secondary illnesses affecting the results, and that could
be why in recent studies, when controlling only for MTD, the
discriminative power of classic features of sEMG dropped [13].
This calls for more advanced functional measures that can
provide a holistic analysis of the distributed motor control on
perilaryngeal muscles.

In neuroscience literature, coherence analysis has been used in
the context of brain connectivity to detect how different regions
of the brain are synchronized (or functionally coupled) during
different tasks, and this measure has been used for detecting
the degrees of several central nervous system conditions, such
as Parkinson’s Disease [14], [15]. More recently, using coher-
ence analysis, the fluency of corticomuscular connectivity has
also been investigated to understand how the central nervous
system communicates with the peripheral nervous system [16],
[17]. Similarly, the functional muscle network is an emerging
concept that uses simultaneous multi-channel sEMG to decode
how various muscle groups are synergistically synchronized
during various motor tasks [18]–[20]. Intermuscular coherence
networks have been recently used to holistically investigate the
muscular system during various gait tasks and uniquely discrim-
inate subtle differences in lower limb functions in non-disabled
adults [21], [22].

To the best knowledge of the authors, the concept of functional
muscle networks has not been used at the perilaryngeal and
cranial levels. Some efforts have been conducted to assess beta-
band (15-35 Hz) coherence between two anterior neck muscles
during voicing, which showed some discriminative power to
indicate hyperfunction and differences between control subjects
and patients with vocal nodules [23], [24]. Expanding from a
single coherence measurement in specific frequency bands to a
wideband intermuscular coherence network increases the possi-
bility for monitoring motor functions or impairments due to the
wider spectral and spatial distribution of the analysis. Thus, it is
imperative to understand the power of the perilaryngeal-cranial
muscle network and the corresponding relationship with various
vocal functions.

The purpose of this study is to quantify the perilaryngeal-
cranial muscle network characteristics of a series of vocal tasks
for healthy subjects. We hypothesize that in non-disabled sub-
jects increasing the loudness and pitch (i.e., vocal frequency)
will change the network connectivity in a manner that can be
registered using topographical characteristics of the network,
such as degree and clustering coefficient. In this study, to
conduct a comparative analysis, the classical spectrotempo-
ral features are also quantified to determine if the tasks with
stronger muscle networks also consistently elicit statistically
distinguishable spectrotemporal muscle activity. We show that
the muscle network provides robust and statistically consistent
discrimination for increasing loudness and pitch, suggesting that
the perilaryngeal-cranial muscle network can indeed be used to

detect subtle differences in vocal tasks, while the conventional
spectrotemporal features fail to function accordingly.

II. METHODS

Eight healthy subjects (four males, four females, 33.38 ±
9.32 years) participated in the study. The institutional review
board of the New York University Grossman School of Medicine
approved the study, and subjects provided their written consent
after they received the study description. Subjects denied any
history of dysphonia or neck and cervical-related injuries.

A. Experimental Procedure

Subjects performed a series of vocal tasks, each of a different
type or while varying tonal parameters (Fig. 1(b)). The first
group of tasks involved making a maximally sustained /a/ sound
at a constant pitch and volume. With two levels of loudness and
two levels of pitch, in total, there were four varied phonation (/a/
sound) tasks: 1) habitual loudness, habitual pitch, 2) elevated
loudness, habitual pitch, 3) habitual loudness, high pitch and 4)
elevated loudness, high pitch. Subjects were instructed to sustain
the /a/ sound for as long as was comfortable. Subjects performed
three trials of each of loudness and pitch combinations before
moving to the next tasks. The second group of tasks included
single repetition vocal exercises, namely (i) pitch glide, (ii) spon-
taneous speech, and (iii) singing. Pitch glide involved starting
to intone at a low pitch and smoothly increasing to a final high
pitch [25]. The spontaneous speech task involved responding
to the prompt, “tell me how to make a peanut butter and jelly
sandwich,” in a typical conversational voice, while the singing
task involved singing ‘Happy Birthday’ in a comfortable key
chosen by the participant. The third group of tasks involved
reading the first full paragraph of The Rainbow Passage [26],
a standard reading passage used to evaluate the voice, at three
levels of loudness: habitual, elevated, and whispering.

In this work, sEMG signals were recorded from twelve sen-
sors, using the wireless Trigno sEMG system (Delsys Inc.,
Natick, MA), with a sampling frequency of 1259 Hz and an
on-board 2nd-order high-pass filter at 20 Hz (Fig. 1). Four
bipolar Trigno Mini sensors were used for the inner cervical
muscles (inferior and superior infrahyoid, bilaterally), while
eight bipolar Trigno Avanti sensors were used for Masseter, Su-
perior Sternocleidomastoid, Inferior Sternocleidomastoid, and
Trapezius. With regard to palpation, subjects were instructed to
(i) clench their teeth to identify masseter, (ii) look left and right to
identify lower and upper sternocleidomastoid, (iii) look up and
down to identify the infrahyoid muscles, (iv) move shoulders
forwards and backward before staying a neutral position to
identify trapezius muscles. The skin surface was thoroughly
wiped prior to sensor placement. Sensors were placed parallel
to the direction of the muscles. In order to minimize the noise
content of the recorded signals, subjects were instructed not to
move their head during the task.

Following the recording, signals were pre-processed using
MATLAB R2020b (MathWorks Inc. Natick MA). The first and
last 1 s of all trials were clipped out, and other trials were clipped
further in the case of a head movement at the beginning or at the
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Fig. 1. (a) Six sensors were placed on each side of the neck at Masseter, Superior Sternoclediomastoid (Superior SCM), Superior Infrahyoid,
Inferior Infrahyoid, Inferior Sternocleidomastoid (Inferior SCM) and Trapezius. (b) Subjects performed vocal tasks, classified as varied phonation,
single repetition, or reading. Varied phonation tasks involved intoning /a/ at defined loudness and pitch levels. Single repetition tasks included pitch
glide, singing, and speech. Reading tasks involved reading a passage at different loudness levels. (c) sEMG was recorded using the wireless Trigno
system (Delsys Inc., Natick, MA) with eight Avanti and four Mini sensors (blue head). An exemplar recording from all perilaryngeal and cranial
muscles is shown for the pitch glide task. Note how the amplitude level increases as the task develops for the infrahyoid and SCM muscles in
particular.

end. Afterward, the signals were filtered with a high-pass filter at
20 Hz, a band-stop filter at 57.5–62.5 Hz for power-line noise,
and a low-pass filter at 100 Hz. All filters were Butterworth
4th order zero-phase. For all of the analyses, we considered
the 20–100 Hz range since the frequency bands of interest
for intermuscular coherence networks generally include beta
(14–30 Hz) and gamma (30–100 Hz) bands. Exemplar perila-
ryngeal and cranial muscle signals during pitch glide are shown
in Fig. 1.

B. Muscle Signal Analysis

Muscle networks were constructed for all tasks, using coher-
ence. Magnitude squared coherence, Cxy between two signals
x(t) and y(t) is:

Cxy =
|Pxy(f)|2
PxxPyy

(1)

where Pxx and Pyy are the power spectral densities (PSDs)
and Pxy is the cross power spectral density (CPSD). To com-
pute the coherence, Welch’s overlapped averaged periodogram
method [27] was utilized with a Hamming window of 2048
samples (1.63 ms) and 50% overlap. The maximum coherence
component in the was selected for each sensor pair. Using this
maximum coherence value, muscle networks were constructed
for each trial. Each node in the network represents a muscle, and
the width of each line illustrates the pairwise muscle coherence.
In the case of tasks that had multiple trials, the median network
across trials was computed.

The degree of each node, Di, is the average of all edges
connected to the node. If the muscle network is represented by
adjacency matrix A, Di is defined as:

Di =

(
1

N − 1

) N∑
j=1,j �=i

Aij , (2)
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whereN is the number of nodes. A node that has no connectivity
with other nodes will have a degree, Di = 0, while a node that
is perfectly connected to other nodes will have Di = 1.

A node’s weighted clustering coefficient (WCCi) gives the
measure of how well that node is connected to its neighbors. The
weighted clustering coefficient is defined as:

WCCi =

∑
j �=i,

∑
k �=i,j �=k AijAikAjk∑

j �=i,
∑

k �=i,j �=k AijAik
(3)

A node that is not connected to its neighbors will have a weighted
clustering coefficient,WCCi = 0, while a node that is very well
connected to its neighbors will have WCCi = 1.

Global efficiency is directly proportional to how well the
network is connected overall. The efficiency (E) of a network
is defined as:

E =
1

N (N − 1)

∑
i �=j

1

Lij
. (4)

where Lij is the shortest path between nodes i and j [28]. The
efficiency (E) is normalized by the ideal efficiency (Eid) to give
the global efficiency, GE:

GE =
E

Eid
, (5)

which is bounded between 0 and 1. A network with perfect
connectivity will have GE = 1, while one with no connectivity
will have GE = 0.

In order to provide a comparison between the muscle co-
herence network and the conventional spectrotemporal metrics,
muscle activations were quantified in the time and frequency
domains. The time-domain activation was quantified by finding
the root mean square (RMS) value across the trial duration.
With regard to the spectral domain, PSD was computed using
Welch’s method [27] and the median PSD across 20–100 Hz was
computed. Furthermore, the median frequency was computed
for each task. The median frequency is defined as the frequency
at which the area under the PSD graph is divided in two. The
median value across trials was used for PSD, median frequency,
and RMS when there were multiple trials.

C. Statistical Analysis

In order to evaluate the statistical trends observed in coherence
muscle networks, a coherence distribution was constructed for
each task (as later will be discussed in Fig. 5). Each distri-
bution consisted of degree and weighted clustering coefficient
for all nodes across all subjects’ muscle networks, giving n =
#subjects×#nodes = 8× 12 = 96. Similarly, distributions
were constructed for RMS, PSD, and median frequency (n = 96
for all). The Kolmogorov-Smirnov test for normality rejected the
normal distribution hypothesis for the coherence, RMS, PSD,
and median frequency distributions. Therefore, nonparametric
statistical tests were used in our analysis. The Friedman test
was used to compare tasks in each group (i.e., varied phonation,
single-repetition, reading). The Wilcoxon signed-rank test was
used as a posthoc test if the Friedman test revealed significance.
The significance level, α, for all tests was initially set at 0.05. To

adjust for multiple comparisons, the Bonferroni correction was
applied, dividing α by the number of comparisons.

Finally, by using the rank-biserial correlation, the effect size of
the non-normal distributions was quantified [29]. In this regard,
|rrb| was used for measuring the rank-biserial correlation. A
higher value means that the effect size is larger. For example,
as can be seen in Fig. 5(b), the coherence degree for single
repetition tasks has a very high effect size (|rrb| = 0.83), and
the difference between tasks is even visually clear. On the other
hand, the coherence degree for reading tasks has a low effect
size (|rrb| = 0.1), as there is not a clear relationship between
coherence and reading task loudness.

III. RESULTS

A. Coherence Networks

The median network across subjects displays a visible differ-
ence between vocal tasks, e.g., between pitch glide and speech
(Fig. 2). Similarly, Fig. 3 shows that the mean degree of the
network changed by the task for all subjects. Interestingly, the
mean degree showed a monotonic increasing trend in response to
both raised loudness and pitch for the varied phonation tasks, and
pitch glide appears to have the highest coherence of all 10 tasks
(Fig. 3). Mean degree showed a monotonically decreasing trend
from pitch glide to singing to speech. Looking at the adjacency
matrices corresponding to the intermuscular coherence networks
confirms this observation and shows that there appears to be
little difference in the observed network for reading tasks with
different loudnesses (Fig. 4).

In order to support the initial observations of the coherence
network differences between the vocal tasks, coherence distri-
butions were constructed by including all nodes in the subjects’
intermuscular network, measured using degree and weighted
clustering coefficient (Fig. 5). For the varied phonation tasks,
the task-wise network degree and weighted clustering coeffi-
cient median were monotonically ascending with increasing
pitch and loudness, and all tasks were statistically different
from each other (Friedman Chi2(3,285) > 136.62, p < 0.05,
posthoc Wilcoxon signed-rank test: all six pairwise comparisons
p < 0.001). The network’s global efficiency showed a trend of
monotonically increasing coherence with pitch and loudness for
5 out of 8 subjects. Moreover, the effect size of the network met-
rics indicated quite a high value (degree: |rrb| = 0.48, weighted
clustering coefficient: |rrb| = 0.5). For the single repetition
tasks, the median of network degree and weighted clustering
coefficient was decreasing monotonically, with the pitch-glide
having the highest network degree and weighted clustering co-
efficient at both greater than 0.7 (Friedman Chi2(2,190) > 186.18,
p < 0.05, post-hoc Wilcoxon signed-rank test for all three
pairwise comparisons, p < 0.001). Furthermore, the global
efficiency trend was consistent and decreasing across all eight
subjects. The rank biserial correlation of the network metrics
also indicated a very high effect size (degree: |rrb| = 0.83,
weighted clustering coefficient: |rrb| = 0.85). The degree and
weighted clustering coefficient of habitual were higher than
whispered reading ((Friedman Chi2(2,190) > 4.77, p< 0.05, post-
hoc Wilcoxon signed-rank test: p < 0.008) while the weighted
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Fig. 2. Coherence muscle networks for each vocal task were created from twelve sEMG sensors placed bilaterally on the neck area. The width
of each line denotes the pairwise coherence between the two connected muscles, which is equal to the maximum coherence component in the
20–100 Hz range. In the case of tasks that had multiple trials, the median network across trials is shown. Each node radius is equal to the degree
(mean of coherences involving that node). The line widths and node radii seem largest for /a/ with elevated loudness, high pitch, and pitch glide
tasks.

Fig. 3. Network mean degree for each task. The bar depicts the
median value across subjects. Individual subject values are denoted
by dots. For the subject median, the mean degree shows an increas-
ing trend starting from the first task (habitual loudness, habitual pitch)
and continuing incrementally until pitch glide. Network connectivity then
shows a decreasing trend from pitch glide to singing to speech. Finally,
reading tasks seem to have little difference between each other.

clustering coefficient of habitual was higher than loud reading
(p = 0.001). However, other task pairs failed to show significant
differences for the post-hoc test. Global efficiency did not indi-
cate a consistent trend amongst subjects for the reading tasks.
Moreover, for the reading task set, the effect size was low for
the network metrics (degree: |rrb| = 0.08, weighted clustering
coefficient: |rrb| = 0.1).

Since one of the secondary aims of this study is to suggest a
suitable candidate task(s) for monitoring the effect of therapy,
the tasks which had produced the highest network metrics were
identified. For this, three tasks were selected, which had resulted
in the highest response in Fig. 5, when compared within their
categories. The selected three tasks are (i) the varied phonation
task with elevated loudness and high pitch, (ii) pitch glide,
and (iii) reading at habitual loudness, and results are given in
Fig. 6. Both network degree and weighted clustering coefficient
were significantly different from each other for all comparisons
(Friedman Chi2(2,190) > 149.08, p < 0.05, post-hoc Wilcoxon
signed-rank test: all three pairwise comparisons p < 0.001).
Moreover, pitch glide had the highest network degree (median
value ∼ 0.7) and weighted clustering coefficient (median value
∼ 0.75), even higher than the varied phonation task with elevated
loudness and high pitch (degree: median value∼ 0.55, weighted
clustering coefficient: ∼ 0.6). Reading at habitual loudness had
a lower degree (median value ∼ 0.21) and weighted clustering
coefficient (median value ∼ 0.22) than the other two tasks.
This suggests that pitch glide generates the maximum response
of the network, which can be considered potentially the most
responsive and suitable task for identifying abnormalities.

B. Spectrotemporal Metrics

To compare the ability of spectrotemporal metrics to distin-
guish different tasks, statistical analyses on RMS, PSD, and
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Fig. 4. The median intermuscular coherence network adjacency matrix (12 rows × 12 columns = 144 squares) across subjects was computed for
each vocal task. In the case of tasks that had multiple trials, the median adjacency matrix across trials was first computed. Each square represents
the pairwise maximum coherence between the two muscles from the corresponding row and column and the color is proportional to the pairwise
coherence. Since the connectivity is undirected, the adjacency matrix is symmetrical. The highest pairwise coherences are observed for the elevated
loudness, high pitch and pitch glide tasks.

median frequency of sEMG were conducted. Distributions for
each of the three aforementioned quantities were constructed
by considering all nodes across all subjects (n = #subjects x
#nodes = 96). The mean value across each distribution was
computed for network and spectrotemporal metrics to form the
comparative Table I. The level of cervical muscle activation as
measured by RMS was low by sEMG standards, with a range of
4− 11μV for the task mean values (Fig. 7(a), Table I).

For the varied phonation tasks, the median PSD of louder tasks
was higher than habitual loudness tasks (p < 0.008). However,
the overall effect size of varied phonation tasks (RMS: |rrb| =
0.08, PSD: |rrb| = 0.07, median frequency: |rrb| = 0.06) was
quite small. For single repetition tasks, RMS and PSD did not
show a clear trend (Fig. 5(b)). However, median frequency of
pitch glide was higher than other tasks (p < 0.001), |rrb| =
0.12. PSD and RMS showed increased values for loud reading

(Fig. 5(c)). All distributions were different from each other
(RMS: p < 0.015, PSD: p < 0.01) but the rank biserial correla-
tion, |rrb| = 0.12, suggests a weak effect size.

IV. DISCUSSION

The results show that the perilaryngeal-cranial intermuscular
coherence network can distinguish both changes in vocal param-
eters (i.e., loudness and pitch) and different vocal tasks. The mus-
cle network quantifies the spectral synchrony and can robustly
capture small changes associated with vocal output. The strong
performance of the muscle network is demonstrated initially by
the network visualization, and then statistical analysis using the
network metrics (degree and weighted clustering coefficient)
confirmed the observed trends. With regard to the vocal tasks,
two important statistically robust trends are identified as follows:
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Fig. 5. Statistical results for network metrics of the three groups of tasks. The coherence muscle network was constructed for each task, and
produces 12 node values for each of degree and weighted clustering coefficient (WCC). For each distribution of degree and weighted clustering
coefficient, all node values for all subjects are included (12 nodes × 8 subjects = 96 data points). For global efficiency, a singular value was obtained
for each subject’s muscle network. (a) For varied phonation tasks, intermuscular network degree and weighted clustering coefficient increase
monotonically with raised loudness and pitch, with statistical significance (all six taskwise comparisons: p < 0.001). The adjusted significance
level was α′ = 0.05/6 = 0.0833. The effect size (|rrb|) is quite high for both degree (|rrb| = 0.48) and weighted clustering coefficient (|rrb| = 0.5).
(b) For single repetition tasks, intermuscular network degree and weighted clustering coefficient decrease monotonically from pitch glide, to
singing, to speech, with statistical signficance (all three taskwise comparisons: p < 0.001). The adjusted significance level was α′ = 0.05/3 =
0.0167. The effect size (|rrb|) is very high for both degree (|rrb| = 0.83) and weighted clustering coefficient (|rrb| = 0.85). All eight subjects’ global
efficiency bar plots follow the monotonically decreasing pattern from pitch glide to singing to speech. (c) For reading tasks, there are no visible
trends in degree, weighted clustering coefficient or subject-wise global efficiency. The degree and weighted clustering coefficient were higher for
habitual vs loud reading (p < 0.009). The adjusted significance level was α′ = 0.05/3 = 0.0167. For weighted clustering coefficient, there is a
significant difference between reading at habitual and elevated loudness (p = 0.001). Effect size for degree (|rrb| = 0.08) and weighted clustering
coefficient (|rrb| = 0.1) is low.
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TABLE I
MEAN VALUES OF NETWORK (LEFT) AND SPECTOTEMPORAL (RIGHT) METRICS FOR EACH TASK

→ loudness = habitual loudness, ↑ loudness = elevated loudness, → pitch = habitual pitch, ↑ pitch = high pitch

Fig. 6. Comparison of tasks with highest network metrics from each
group: 1) Pitch glide has both the highest degree and weighted cluster-
ing coefficient (WCC), followed by 2) varied phonation task with elevated
loudness, high pitch, followed by 3) habitual reading, and all tasks are
different from one another (for both degree and weighted clustering
coefficient, all three taskwise comparisons: p < 0.001). The adjusted
significance level was α′ = 0.05/3 = 0.0167. Reading has ∼ 1/3 the
median degree and weighted clustering coefficient of the varied phona-
tion task and pitch glide.

(i) network degree and weighted clustering coefficient increase
monotonically with loudness and pitch in the varied phonation
tasks and (ii) network degree and weighted clustering coefficient
are both the highest for the pitch glide task. The ability of the in-
termuscular coherence network to distinguish vocal parameters
and tasks was far superior to the conventional node-wise metrics
for sEMG, such as RMS and PSD. These results suggest that both
the varied phonation and single repetition tasks in combination
with the perilaryngeal-cranial myographic network are sensitive
to various vocal features and thus can be potentially considered
as candidates for measuring the efficacy of therapy for vocal
disorders. The current study showed very strong statistics sup-
porting the use of the proposed network measures while the
conventional spectrotemporal metrics fail to provide the needed
sensitivity to the vocal features.

Perilaryngeal-cranial intermuscular coherence ascends
monotonically with loudness and pitch in the varied phonation
tasks (Figs. 2––5(a), Table I). The high differentiation of the
varied phonation and single repetition group tasks with high

to very high effect size (varied phonation: |rrb| ∼ 0.5, single
repetition: |rrb| ∼ 0.8) robustly supports the hypothesis that
perilaryngeal-cranial intermuscular coherence is generally
proportional to loudness and pitch. To the best of the authors’
knowledge, this is the first study that shows perilaryngeal-cranial
intermuscular coherence is conclusively correlated to loudness
and pitch.

In contrast to the coherence network, conventional node-wise
metrics such as RMS, PSD, and median frequency failed to
efficiently discriminate varied phonation tasks (Fig. 5(a)). Al-
though there were some differences between louder and ha-
bitual loudness tasks, the effect size (|rrb|) was much smaller
for these metrics than for coherence (RMS: 0.08, PSD: 0.07,
versus network degree: 0.48 and weighted clustering coeffi-
cient: 0.5), i.e., the average difference between the task pairs
was less pronounced compared to the median of the tasks.
Despite inconclusive shifts in low cervical muscle activations
(Table I, Fig. 7), significant relative changes from task to task
were captured by network metrics (Fig. 5(a), (b)). The superior
performance of coherence over node-wise metrics may arise
from the fact that network analysis allows us to conduct a holistic
neurophysiological analysis of the functional synchrony and
synergistic co-modulation of the muscles needed for successful
conduction of the tasks. Thus, in the context of voice, the
authors believe that the synchronous behavior of the muscles
has higher discriminative power (for separating vocal features)
and potentially higher diagnostic value than isolated individual
muscle recordings.

Overall, the single repetition tasks provided the most dif-
ferentiable network degree and weighted clustering coefficient,
which both decrease monotonically from pitch glide to singing to
speech with very high effect size (degree: |rrb| = 0.83, weighted
clustering coefficient: |rrb| = 0.85) (Fig. 5). The effect is even
greater for the single repetition than varied phonation tasks.
Moreover, it should be highlighted that all subjects followed
the group trend for network global efficiency of the single
repetition tasks, emphasizing robust separability. This suggests
that vocal tasks of different nature (pitch glide, singing, and
speech) provide the greatest diversity and objectivity of muscle
network performance which can be easily differentiated by the
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Fig. 7. RMS, PSD and median frequency of the three groups of
tasks. Quantifying the muscle activity with RMS, median PSD, and
median frequency produces 12 node values for each metric. All node
values for all subjects are included in each distribution (12 nodes × 8
subjects = 96 data points). (a) For varied phonation tasks, median
PSD shows increases in response to raised loudness. Louder tasks
have higher median PSD (p < 0.008) than habitual loudness tasks. RMS
increases with elevated loudness for the high pitch task (p < 0.002). The
adjusted significance level was α′ = 0.05/6 = 0.0833. However, overall
effect size of varied phonation tasks is still low (RMS: |rrb| = 0.08,
PSD: |rrb| = 0.07). No consistent patterns were observed for median
frequency. (b) For single repetition tasks, pitch glide had a significantly
higher median frequency than the two other tasks (p < 0.001). The
adjusted significance level was α′ = 0.05/3 = 0.0167. No substantial
trends were observed for RMS or PSD. (c) For reading tasks, RMS and
median PSD show increases in response to elevated reading loudness.
The adjusted significance level was α′ = 0.05/3 = 0.0167. However, the
effect size is weak (RMS and PSD: |rrb| = 0.12).

network metrics. The fact that pitch glide has the highest degree
and weighted clustering coefficient among all tasks (Fig. 6)
suggests that the smooth transition of the voice through octaves
is assisted by very synchronous perilaryngeal-cranial muscle
activity. Indeed, it is notable that singing had higher network
coherence than regular speech. Using the results that (i) higher
pitch led to increased network coherence for /a/ tasks and (ii)

pitch glide has the maximum network coherence of all tasks, both
the higher average pitch and the larger number of pitch changes
for singing versus speech are consistent with singing having
higher network coherence. This result is in contrast to a previous
result with beta-band coherence between two muscles [23],
which found that speech had higher beta-band coherence than
singing. This difference might be due to benefiting from an
intermuscular coherence network with 12 nodes and 66 edges in
this study versus only two nodes and one edge coherence in the
previous study. This work also considers a much wider frequency
range (20–100 Hz) than the previous beta-band coherence [23].
Despite the higher expected pitch for singing vs. speech, neither
median frequency nor PSD succeeded in detecting a difference,
highlighting the superiority of muscle network coherence over
node-wise methods in responding to quantifiably small physio-
logical changes of external muscles related to vocal output.

Tasks with a higher pitch component produced a more syn-
chronous network, and varying the pitch led to clearer network
responses. Both the varied phonation (/a/) high pitch and pitch
glide tasks were shown to have at least 3 × the network degree
or weighted clustering coefficient of a reading task (Fig. 6),
highlighting the ability of tasks with a high pitch component
to produce the most pronounced network output. Moreover,
the pitch-varying task sets showed clear responses to vocal
parameter changes. The varied phonation tasks showed a grad-
ually increasing response (Fig. 5(a)) from a median network
degree∼ 0.25 for habitual loudness, habitual pitch to∼ 0.55 for
elevated loudness, high pitch. The single repetition tasks showed
a sharper decrease from pitch glide to singing than from singing
to speech. For both varied phonation and single repetition tasks,
the network metrics showed a distinctive response to each
task; the effect size was large (weighted clustering coefficient:
|rrb| > 0.5) and the null hypothesis was rejected with the highest
significance level (p < 0.001) for all task-wise comparisons.
Tasks that produce the most responsive network behavior would
be the most appropriate candidates in vocal therapy assessment,
as the responsiveness of the perilaryngeal-cranial intermuscular
coherence network should be high to maximize the sensitivity
of detecting signs of dysphonia or improvements made by the
therapy. Since the muscle network was most responsive to tasks
with a higher pitch component and pitch-varying task sets,
such tasks promise the best chance of success when monitoring
patient progress during vocal therapy.

Our results demonstrate the efficacy and sensitivity of the
intermuscular coherence network analysis in reflecting quan-
tifiably small modulations in vocal output (Table I), such as
detecting changes in vocal parameters and discriminating single
repetition tasks, with a robustly high effect size.

Taking inspiration from brain connectivity networks that can
detect functional changes, this is the first work that shows topo-
graphical features of the intermuscular coherence network can
detect changes to indicate functional vocal characteristics. Since
vocal impairments and aging also create significant changes in
vocal parameters [30], [31], the outcomes of this research can be
potentially translated into characterizing vocal disorders. This
will be investigated in our future work. Our study showed that
the high functional synchronicity of the perilaryngeal-cranial
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muscles produced a strong network response during pitch glide,
suggesting that the laryngeal performance can be measured by
the perilaryngeal-cranial network, which needs to function in
synchrony to conduct the corresponding tasks. With such a high
sensitivity, other vocal disorders could be potentially detected
and monitored by our suggested configuration. Given the high
range of muscles recorded, in addition to the wide frequency
range covered, the perilaryngeal-cranial muscle network is a
great candidate for an objective, digital method of detecting
and monitoring a wide range of vocal disorders, using smart
wearable clinical technologies, such as a smart EMG necklace.
A further clinical application of the strong correlation between
perilaryngeal-cranial muscle network features and vocal output
lies in an EMG-based electrolarynx device [32], [33]. Regarding
patients who have lost their vocal cords due to cancer, the muscle
network features of healthy cervical muscle activity could be
used to drive a laryngeal prosthesis, capable of distinct levels of
output pitch and loudness.

Some limitations of this study include that the effect of vocal
fatigue was not controlled and the order of the tasks was not
randomized. It should be noted that the vocal experiment pro-
cedure for each subject required a total of ∼ 9 minutes of vocal
effort, which is significantly lower than the effort needed for
fatiguing a subject (which is∼ 60minutes for vocal fatigue with
comfortable reading loudness or intermittent loud reading tasks
for several hours [34], [35]). Even though the duration of each
task was very limited in this study and would not trigger vocal
fatigue or any major change in the neurophysiological status of
the muscles, this study does not randomize the tasks to maximize
protocol adherence, in terms of production of the targeted vocal
tasks. The authors would like to highlight that this study was
limited in terms of inclusion of older adults and patients with
voice disabilities and degradation. These topics will form our
future work. It should be noted that cross-talk can always affect
sEMG recordings with densely-placed electrodes, including the
one used in this paper. However, the robust effect size of the
features of the intermuscular coherence network reported in this
paper, the use of Delsys Mini sensors, and bipolar sEMG suggest
that cross-talk has had minimum-to-no effects on the main aim
of this study. The resiliency of the network to potential cross-talk
can be specifically investigated in our future work.

V. CONCLUSION

For the first time, this work shows that the perilaryngeal-
cranial functional muscle network can detect subtle changes in
distinguishing vocal tasks. The network-based metrics showed
a robust effect size for changes in loudness and pitch in the
set of varied phonation tasks and an even more robust effect
size amongst the single repetition tasks, which included a pitch
glide, singing, and a short speech. The network outperformed
conventional spectrotemporal node-wise metrics (RMS, PSD,
and median frequency) regarding sensitivity to changes in vocal
output. This robustness suggests that the perilaryngeal-cranial
functional muscle network is a promising method to differentiate
physiological abnormalities and may be used in the future to
assess voice disorders and optimize vocal rehabilitation. The

future direction of this study includes data collection from a
more diverse control population and inclusion of the patient pop-
ulation to (a) enhance the robustness of the made observations
and (b) evaluate the power of the proposed method as a potential
diagnostic biomarker.

REFERENCES

[1] N. Roy et al., “Voice disorders in the general population: Prevalence, risk
factors, and occupational impact,” Laryngoscope, vol. 115, no. 11, pp.
1988–1995, Nov. 2005.

[2] N. Bhattacharyya, “The prevalence of voice problems among adults in the
United States,” Laryngoscope, vol. 124, no. 10, pp. 2359–2362, Oct. 2014.

[3] E. Van Houtte, K. Van Lierde, and S. Claeys, “Pathophysiology and treat-
ment of muscle tension dysphonia: A review of the current knowledge,”
J. Voice, vol. 25, no. 2, pp. 202–207, Mar. 2011.

[4] I. Hocevar-Boltezar, M. Janko, and M. Zargi, “Role of surface EMG in di-
agnostics and treatment of muscle tension dysphonia,” Acta Otolaryngol.,
vol. 118, no. 5, pp. 739–743, Sep. 1998.

[5] N. Roy et al., “Evidence-based clinical voice assessment: A systematic
review,” Amer. J. Speech- Lang. Pathol., 2013.

[6] M. L. Andreassen, J. K. Litts, and D. R. Randall, “Emerging techniques
in assessment and treatment of muscle tension dysphonia,” Curr. Opin.
Otolaryngol. Head Neck Surg., vol. 25, no. 6, pp. 447–452, Dec. 2017.

[7] N. Jafari et al., “A novel laryngeal palpatory scale (LPS) in patients with
muscle tension dysphonia,” J. Voice, vol. 34, no. 3, May 2020, Art, no. 488.

[8] S. M. Khoddami, N. N. Ansari, and S. Jalaie, “Review on laryngeal
palpation methods in muscle tension dysphonia: Validity and reliability
issues,” J. Voice, vol. 29, no. 4, pp. 459–468, Jul. 2015.

[9] S. M. Khoddami et al., “Validity and reliability of surface electromyog-
raphy in the assessment of primary muscle tension dysphonia,” J. Voice,
vol. 31, no. 3, May 2017, Art. no. 386.

[10] R. T. Sataloff et al., “Practice parameter: Laryngeal electromyography (an
evidence-based review),” Otolaryngol. Head Neck Surg., vol. 130, no. 6,
pp. 770–779, Jun. 2004.

[11] C. E. Stepp et al., “Neck surface electromyography as a measure of vocal
hyperfunction before and after injection laryngoplasty,” Ann. Otology
Rhinology Laryngology, vol. 119, no. 9, pp. 594–601, Sep. 2010.

[12] M. A. Redenbaugh and A. R. Reich, “Surface EMG and related measures
in normal and vocally hyperfunctional speakers,” J. Speech Hear. Disord.,
vol. 54, no. 1, pp. 68–73, Feb. 1989.

[13] E. Van Houtte et al., “An examination of surface EMG for the assessment of
muscle tension dysphonia,” J. Voice, vol. 27, no. 2, pp. 177–186, Mar. 2013.

[14] J. Sarnthein and D. Jeanmonod, “High thalamocortical theta coherence in
patients with Parkinson’s disease,” J. Neurosci., vol. 27, no. 1, pp. 124–131,
2007.

[15] S. W. Tung et al., “Motor imagery BCI for upper limb stroke rehabilitation:
An evaluation of the EEG recordings using coherence analysis,” in Proc.
IEEE 35th Annu. Int. Conf. IEEE Eng. Med. Biol. Soc., 2013, pp. 261–264.

[16] H. E. Rossiter et al., “Changes in the location of cortico-muscular coher-
ence following stroke,” NeuroImage: Clin., vol. 2, pp. 50–55, 2013.

[17] T. Mima and M. Hallett, “Corticomuscular coherence: A review,” J. Clin.
Neuriophysiol., vol. 16, no. 6, pp. 501–511, 1999.

[18] T. W. Boonstra et al., “Muscle networks: Connectivity analysis of EMG
activity during postural control,” Sci. Rep., vol. 5, no. 1, pp. 1–14, 2015.

[19] T. W. Boonstra et al., “Information decomposition of multichannel EMG to
map functional interactions in the distributed motor system,” Neuroimage,
vol. 202, Nov. 2019, Art. no. 116093.

[20] R. O’Keeffe et al., “InfoMuNet: Information-theory-based functional
muscle network tracks sensorimotor integration post-stroke,” bioRxiv,
Feb. 2022, doi: 10.1101/2022.02.10.479324.

[21] J. N. Kerkman et al., “Network structure of the human musculoskeletal
system shapes neural interactions on multiple time scales,” Sci. Adv., vol. 4,
no. 6, Jun. 2018, Art. no. eaat0497.

[22] J. N. Kerkman et al., “Muscle synergies and coherence networks reflect
different modes of coordination during walking,” Front. Physiol., vol. 11,
Jul. 2020, Art. no. 751.

[23] C. E. Stepp, R. E. Hillman, and J. T. Heaton, “Modulation of neck
intermuscular beta coherence during voice and speech production,” J.
Speech Lang. Hear. Res., vol. 54, no. 3, pp. 836–844, Jun. 2011.

[24] C. E. Stepp, R. E. Hillman, and J. T. Heaton, “Use of neck strap muscle
intermuscular coherence as an indicator of vocal hyperfunction,” IEEE
Trans. Neural Syst. Rehabil. Eng., vol. 18, no. 3, pp. 329–335, Jun. 2010.

Authorized licensed use limited to: Univ of  Calif San Diego. Downloaded on March 29,2024 at 19:51:32 UTC from IEEE Xplore.  Restrictions apply. 

https://dx.doi.org/10.1101/2022.02.10.479324


3688 IEEE TRANSACTIONS ON BIOMEDICAL ENGINEERING, VOL. 69, NO. 12, DECEMBER 2022

[25] R. L. Milbrath and N. P. Solomon, “Do vocal warm-up exercises alleviate
vocal fatigue?,” J. Speech Lang. Hear. Res., vol. 46, no. 2, pp. 422–436,
Apr. 2003.

[26] G. Fairbanks, Voice and Articulation Drillbook. Reading, MA, USA:
Addison-Wesley Educational Publishers, 1960.

[27] P. Welch, “The use of fast fourier transform for the estimation of power
spectra: A method based on time averaging over short, modified peri-
odograms,” IEEE Trans. Audio Electroacoust., vol. 15, no. 2, pp. 70–73,
Jun. 1967.

[28] M. Rubinov and O. Sporns, “Complex network measures of brain
connectivity: Uses and interpretations,” Neuroimage, vol. 52, no. 3,
pp. 1059–1069, Sep. 2010.

[29] E. E. Cureton, “Rank-biserial correlation,” Psychometrika, vol. 21, no. 3,
pp. 287–290, Sep. 1956.

[30] R. Shrivastav, D. A. Eddins, and S. Anand, “Pitch strength of normal and
dysphonic voices,” J. Acoust. Soc. Amer., vol. 131, no. 3, pp. 2261–2269,
Mar. 2012.

[31] M. Brückl, “Women’s vocal aging: A longitudinal approach,” in Proc.
Interspeech, 2007, pp. 1170–1173, doi: 10.21437/Interspeech.2007-379.

[32] K. Oe, “An electrolarynx control method using myoelectric signals from
the neck,” J. Robot. Mechatronics, vol. 33, no. 4, pp. 804–813, 2009,
doi: 10.20965/jrm.2021.p0804.

[33] H. L. Kubert et al., “Electromyographic control of a hands-free electro-
larynx using neck strap muscles,” J. Commun. Disord., vol. 42, no. 3,
pp. 211–225, 2009.

[34] N. P. Solomon, “Vocal fatigue and its relation to vocal hyperfunc-
tion,” Int. J. Speech Lang. Pathol., vol. 10, no. 4, pp. 254–266,
Jan. 2008.

[35] N. V. Welham and M. A. Maclagan, “Vocal fatigue: Current knowledge
and future directions,” J. Voice, vol. 17, no. 1, pp. 21–30, Mar. 2003.

Authorized licensed use limited to: Univ of  Calif San Diego. Downloaded on March 29,2024 at 19:51:32 UTC from IEEE Xplore.  Restrictions apply. 

https://dx.doi.org/10.21437/Interspeech.2007-379
https://dx.doi.org/10.20965/jrm.2021.p0804


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


